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A fair generative model
using total variation distance

Reading: TN5



Recap: Hinge-loss-based GAN

Discriminator (hinge loss):
max Ep_ [min(0, —1 4+ D(X))| + Ep, {min(O, —1 — D(X))}

D
Generator (linear loss):

min B, [D(X)] - Ep, [ D(X)]

Made a connection w/ total variation distance:

min Ep,_, [D*(X)] — B | D*(X)] = min2 - TV(Prear, Pc)

Claimed: This connection gives insights into
a fair generative model.



Outline of Lecture 5

Explore a TVD-based fair generative model.

1.

ntroduce a TVD-based regularization term that
promotes fair sample generation (class-

palanced samples)

Formulate a corresponding optimization.

Translate it into an implementable optimization
that employs hinge loss.

Discuss experimental results.



A regularization term for fair sample gen.

Generator in hinge-loss-based GAN:

mCi?n TV(]P)reaI ; PG)

What we want for fair sample generation:

P~ P a reference distribution
G ~ Iref : _
respecting fair sample gen.

An issue arises in satisfying this:
The given real data does not necessarily satisfy [’ ¢.

Note: Interested scenarios: [P,., biased



A regularization term for fair sample gen.

Generator in hinge-loss-based GAN:

mCi?n TV(]P)reaI ; PG)

What we want for fair sample generation:

P~ P a reference distribution
G ~ Iref : _
respecting fair sample gen.

A natural way to satisfy this:
Introduce a new yet small reference dataset
respecting P, ..
5-10% relative to original real data



A regularization term for fair sample gen.

Generator in hinge-loss-based GAN:

mCi?n TV(]P)reaI ; PG)

What we want for fair sample generation:

P~ P a reference distribution
G ~ Iref : _
respecting fair sample gen.

A nautral regularization term:
TV(Prefa PG)



TVD-based optimization for a fair gen. model

[Um-Suh "21]:

m(%n(l — )\) - TV(Preala Pg) + A - TV(Pref, Pg)

Question:

How to solve the optimization?



Observation

[Um-Suh "21]:

m(%n(l — )\) - TV(Preala Pg) + A - TV(Pref, Pg)

Remember: TV (P, P ) was a consequence of
evaluating Generator’s objective at D*, which was
derived from:

mngpreal imin(0, —1 + D(X))| + Ep, [min((), —1 — D(X’))}



Observation

[Um-Suh "21]:

m(%n(l — )\) - TV(Preala Pg) + A - TV(Pref, Pg)

Guess: TV(P., Px) is aconsequence of evaluating
Generator’s objective at another D, which is derived
from:

I%ax Ep . [min(0, —1 4+ Do (Xef))] + Ep. min (0, —1 — Dref(jz))}
“ref



Equivalence

mm(l — )\) - TV(PreaIa Pg) + A - TV(Pref, Pg)

G

Turns out: Equivalent to

mngpreal imin(0, —1 + D(X))] + Ep,, [min((), —1— D(X))}

max Ep . [min(0, —1 4+ D\s(X,ef))] + Ep, {min((), —1 - Dref(X))}

D yes

—~

min(1 — \) {Epm, D(X)] — Ep,, [D(X)] } A {EF [Dyet (Xret)] — Eny, [/)ref(_}?)} }

To prove this, need to show:
min(1 — A) {Ep,, [D*(X)] - Ep | D*(X)] } + A {Ep,, [Di(Xeer)] — Epo | Dig(X)] }
= mci:n 2(1 — )\)TV(Preah Pg) —+ QATV(Pref, Pg)
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Proof of equivalence

mngpreal min(0, —1 + D(X))] + Ep,, [min((), —1 - D(X))}

max Ep_, [min(0, —1 4+ Dyef(Xref))] + Ep, [min(O, —1 — Dref(X))}

D ref
N {Es.., [D(X)] — Bz, [D(X)]| } + 2 {Er,, [Dees (Xret)] — B, [ Dres(

Using the technique based on the lemma introduced
earlier, one can show:

D*(z) = sign(Preat(z) — Pa(z)) Ve XUX
() = sign(Pres(z) — Pa(x)) Vo € Xet UX

ref
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Proof of equivalence

D*(z) = sign(Preat(z) — Pg(z)) Ve XUX
o (1) = sign(Pres(z) — Pa(z)) Vo € Xes UX

—~

min(1 — A) {Epreal D(X)] — Es, [D(X)} } +A {Epref [Dret (Xref)] — Epy, [Dref(X)} }

=(1-2) ) (Pea(®) —Pa(@))D*(2) +A Y (Pres(z) — Pa(2))Dy()

TEXUX TE Xyef UX
=(1-X) ) [Prea(@) —Pa(@)|+A > |[Pes(z) — Pa(z)
rEXUX :I:EXrer??

= 2(1 — )\)TV(Prealy Pg) + QATV(Pref,Pg)
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Architecture

real (biased)
X

orv D(-)

e

— X

ol — Dref(')
Xref

reference (balanced)
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Three-way battle

real (biased)
X

btw D(-) & G(+)
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Three-way battle

reference (balanced)



Three-way battle

real (biased)
X

orv D(-)

e

X, 3. tension btw D(-) & Dyes ()

ol — Dref(')
Xref

reference (balanced)
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Experiments

A benchmark real dataset: CelebA

Female:male ~= 90:10

MMyeal — 67, 507

Myef = 0.1Myeal

Pref(2) ~ Uniform
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Performance measure

1. A measure for the quality of generated samples
Fréchet Inception Distance (FID):

W2 (N(ﬂreala Zreal):N(ﬂGa ZG))

2nd order Wasserstein distance

2. A measure for fair sample generation
Fairness Discrepancy (FD):

D> (Pg(2) = Pret(2))?

z€EZ
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FID vs FD tradeoff

FID (quality) FD (fairness)

Non-fair model | g 764+ (.196 0.539 + 0.002
(Hinge-loss-based GAN)

TVD-based
fair gen. model

14.13 + 0.343 0.0431 £ 0.0097
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Generated samples

TVD-based fair generative model.

Female:male = 54:46
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Look ahead

Discuss a couple of other relevant issues.
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