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Hypergraph Spectral Clustering in the Weighted
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Abstract—Spectral clustering is a celebrated algorithm that par-
titions the objects based on pairwise similarity information. While
this approach has been successfully applied to a variety of do-
mains, it comes with limitations. The reason is that there are many
other applications in which only multiway similarity measures are
available. This motivates us to explore the multiway measurement
setting. In this paper, we develop two algorithms intended for such
setting: hypergraph spectral clustering (HSC) and hypergraph
spectral clustering with local refinement (HSCLR). Our main con-
tribution lies in performance analysis of the polytime algorithms
under a random hypergraph model, which we name the weighted
stochastic block model, in which objects and multiway measures
are modeled as nodes and weights of hyperedges, respectively. De-
noting by n the number of nodes, our analysis reveals the following:
1) HSC outputs a partition which is better than a random guess if
the sum of edge weights (to be explained later) is Ω(n); 2) HSC out-
puts a partition which coincides with the hidden partition except
for a vanishing fraction of nodes if the sum of edge weights is ω(n);
and 3) HSCLR exactly recovers the hidden partition if the sum of
edge weights is on the order of n log n. Our results improve upon
the state of the arts recently established under the model and they
first settle the orderwise optimal results for the binary edge weight
case. Moreover, we show that our results lead to efficient sketching
algorithms for subspace clustering, a computer vision application.
Finally, we show that HSCLR achieves the information-theoretic
limits for a special yet practically relevant model, thereby showing
no computational barrier for the case.

Index Terms—Clustering, hypergraph clustering, information-
theoretic limits, stochastic block model, subspace clustering.

I. INTRODUCTION

THE problem of clustering is prevalent in a variety of
applications such as social network analysis, computer

vision, and computational biology. Among many clustering
algorithms, spectral clustering is one of the most prominent
algorithms proposed by [2] in the context of image segmen-
tation, viewing an image as a graph of pixel nodes, connected
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by weighted edges representing visual similarities between
two adjacent pixel nodes. This approach has become popular,
showing its wide applicability in numerous applications, and
has been extensively analyzed under various models [3]–[5].

While the standard spectral clustering relies upon interactions
between pairs of two nodes, there are many applications where
interaction occurs across more than two nodes. One such appli-
cation includes a social network with online social communities,
called folksonomies, in which users attach tags to resources. In
the example, a three-way interaction occurs across users, re-
sources and annotations [6]. Another application is molecular
biology, in which multi-way interactions between distinct sys-
tems capture molecular interactions [7]. See [8] and the list
of applications therein. Hence, one natural follow-up research
direction is to extend the celebrated framework of graph spec-
tral clustering into a hypergraph setting in which edges reflect
multi-way interactions.

As an effort, in this work, we consider a random weighted
uniform hypergraph model which we call the weighted stochas-
tic block model, which is a special case of that considered in [8].
An edge of size d is homogeneous if it consists of nodes from the
same group, and is heterogeneous otherwise.1 Given a hidden
partition of n nodes into k groups, a weight is independently
assigned to each edge of size d such that homogeneous edges
tend to have higher weights than heterogeneous edges. More
precisely, for some constants p > q, the expectation of homoge-
neous edges’ weights is pαn and that of heterogeneous edges’
weights is qαn .2 Here, αn captures the sparsity level of the
weights, which may decay in n. The task here is to recover
the hidden partition from the weighted hypergraph. In particu-
lar, we aim to develop computationally efficient algorithms that
provably find the hidden partition.

Our contributions: By generalizing the spectral clustering al-
gorithms proposed for the graph clustering, we first propose
two poly-time algorithms which we name Hypergraph Spectral
Clustering (HSC) and Hypergraph Spectral Clustering with Lo-
cal Refinement (HSCLR). We then analyze their performances,
assuming that the size of hyperedges is d, the number of clusters
k is constant, and the size of each group is linear in n. Our main
results can be summarized as follows. For some constants c and
c′, which depend only on p, q, and k, the following statements
hold with high probability:

� Detection: If
(
n
d

)
αn ≥ c · n, the output of HSC is more

consistent with the hidden partition than a random guess;

1While edges of a graph are pairs of nodes, edges of a hypergraph (or hyper-
edges) are arbitrary sets of nodes. Further, the size of an edge is the number of
nodes contained in the edge.

2For illustrative purpose, we focus on a symmetric setting. In Section V, we
will extend our results (to be described later) to a more general setting.
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� Weak consistency: If
(
n
d

)
αn = ω(n), HSC outputs a parti-

tion which coincides with the hidden partition except o(n)
number of nodes; and

� Strong consistency: If
(
n
d

)
αn ≥ c′ · n log n, HSCLR ex-

actly recovers the hidden partition.
We remark that our main results are the first order-wise opti-

mal results for the binary edge weight case (see Proposition 1).

A. Related Work

1) Graph Clustering: The problem of standard graph clus-
tering, i.e., d = 2, has been studied in great generality. Here, we
summarize some major developments, referring the readers to a
recent survey by Abbe [13] for details. The detection problem,
whose goal is to find a partition that is more consistent with
the hidden partition than a random guess, has received a wide
attention. A notable work by Decelle et al. [14] firstly observes
phase transition and conjectures the transition limit. Further,
they also conjecture that the computational gap exists for the
case of k ≥ 4. For the case of k = 2, the phase transition limit
is fully settled jointly by [15] and [16], [17]: The impossibility
of the detection below the conjectured threshold is established
in [15], and it is proved that the conjectured threshold can be
achieved via some efficient algorithms in [16], [17]. The limits
for the case k ≥ 3 have been studied in [18]–[21], and are settled
in [22].

The weak/strong consistency problem aims at finding a cluster
that is correct except a vanishing or zero fraction. The neces-
sary and sufficient conditions for weak consistency have been
studied in [23]–[27], and those for strong consistency in [25],
[27]–[29]. In particular for strong consistency, both the fun-
damental limits and computationally efficient algorithms are
investigated initially for k = 2 [25], [28], [29], and recently for
general k [27]. While most of the works assume that the graph
parameters such as p, q, k, and the size of clusters are fixed, one
can also study the minimax scenario where the graph param-
eters are adversarially chosen against the clustering algorithm.
In [30], the authors characterize the minimax-optimal rate. Fur-
ther, [24] shows that the minimax-optimal rate can be achieved
by an efficient algorithm.

2) Hypergraph Clustering: Compared to graph clustering,
the study of hypergraph clustering is still in its infancy. In
this section, we briefly summarize recent developments. For
detection, analogous to the work by Decelle et al. [14],
Angelini et al. [31] firstly conjecture phase transition thresh-
olds. These conjectures have not been settled yet unlike the
graph case. In [8], the authors study a specific spectral cluster-
ing algorithm, which can be shown to detect the hidden cluster
if
(
n
d

)
αn = Ω(n(log n)2), while the conjectured threshold for

detection is
(
n
d

)
αn = c�n for some constant c� . Actually, this

gap is due to the technical challenge that is specific to the hy-
pergraph clustering problem: See Remark 7 for details. In [12],
the authors study the bipartite stochastic block model, and as
a byproduct of their results, they show that detection is pos-
sible under some specific model if

(
n
d

)
αn = Ω(n). While this

guarantee is order-wise optimal, it holds only when edge weights
are binary-valued and the size of two clusters are equal. Our de-
tection guarantee, obtained by delicately resolving the technical
challenges specific to hypergraphs, is also order-wise optimal
but does not require such assumptions.

While several consistency results under various models are
shown in [8]–[12], to the best of our knowledge, our con-

TABLE I
COMPARISON TO THE STATE OF THE ARTS: “WEAK” AND “STRONG” ARE FOR

CONSISTENCY RESULTS

sistency guarantees are the first order-wise optimal ones. We
briefly overview the existing results below. In [9], [10], the au-
thors derive consistency results for the case in which αn = 1
and weights are binary-valued. In [8], the authors investigate
consistency results of a certain spectral clustering algorithm
under a fairly general random hypergraph model, called the
planted partition model in hypergraphs. Indeed, our hypergraph
model is a special case of the planted partition model, and hence
the algorithm proposed in [8] can be applied to our model as
well. One can show that their algorithm is weakly consistent
if
(
n
d

)
αn = Ω(n(log n)2) under our model. The case of non-

uniform hypergraphs, in which the size of edges may vary, is
studied in [11]. See Table I for a summary.

While most of the existing works focus on analyzing the
performance of certain clustering algorithms, some study the
fundamental limits. In [1], [32], the information-theoretic limits
are characterized for specific hypergraph models. In [33], the
minimax optimal rates of error fraction are derived for the binary
weighted edge case. However, it has not been clear whether or
not a computationally efficient algorithm can achieve such lim-
its. In this work, we show that HSCLR achieves the fundamental
limit for the model considered in [1].

3) Main Innovation Relative to [1]: The new algorithms pro-
posed in this work can be viewed as strict improvements over
the algorithm proposed in our previous work [1]. First, the al-
gorithm of [1] cannot handle the sparse-weight regime, i.e.,(
n
d

)
αn = Θ(n). In order to address this, we employ a prepro-

cessing step prior to the spectral clustering step. It turns out this
can handle the sparse regime; see Lemma 2 for details.

Another limitation of the original algorithm is related to its
refinement step (to be detailed later). The original refinement
step is tailored for a specific model, which assumes binary-
valued weights and two clusters (see Definition 7). On the other
hand, our new refinement step can be applied to the general
case with weighted edges and k clusters. Further, the original
refinement step involves iterative updates, and this is solely
because our old proof holds only with such iterations. However,
we observe via experiments that a single refinement step is
always sufficient. By integrating a well-known sample splitting
technique into our algorithm, we are able to prove that a single
refinement step is indeed sufficient.

Apart from the improvements above, we also propose a
sketching algorithm for subspace clustering based on our new
algorithm, and we show that it outperforms existing schemes in
terms of sample complexity as well as time complexity.

4) Computer Vision Applications: The weighted stochastic
block model that we consider herein is well-fitted into computer
vision applications such as geometric grouping and subspace
clustering [34]–[36]. The goal of such problems is to cluster a
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union of groups of data points where points in the same group
lie on a common low-dimensional affine space. In these applica-
tions, similarity between a fixed number of data points reflects
how well the points can be approximated by a low-dimensional
flat. By viewing these similarities as the weights of edges in a
hypergraph, one can relate it to our model. Note that edges con-
necting the data points from the same low-dimensional affine
space have larger weights than other edges: See Section VI for
detailed discussion.

5) Connection With Low-Rank Tensor Completion: Our
model bears strong resemblance to the low-rank tensor com-
pletion. To see this, consider the following model: for each
e = {i1 , i2 , i3} ∈ E , edge weight of e is generated as We = pXe

(where Xe ∼ Bern(αn )) if (i1 , i2 , i3) are from the same clus-
ter; We = qXe otherwise. This model generates a weighted
hypergraph, whose weights are either p, q, or 0. Now, view
each weight as an observation of an entry of a hidden tensor
T, whose entries Ti1 i2 i3 = p if (i1 , i2 , i3) are from the same
cluster; Ti1 i2 i3 = q otherwise. Here, 0 weight indicates that the
entry is “unobserved”. Then, the knowledge of hidden partition
will directly lead to “completion” of unobserved entries. This
way, one can draw a parallel between hypergraph clustering and
the low-rank tensor completion.3 This connection allows us to
compare our results with the guarantee in the tensor completion
literature. For instance, the sufficient condition for vanishing
estimation error, i.e., weak consistency, derived in [38] reads(
n
d

)
αn = ω(n3/2 log4 n), while ours reads

(
n
d

)
αn = ω(n). This

favors our approach. Moreover, a more interesting implication
arises in computational aspects. Notice that a naı̈ve lower bound
for tensor completion is4

(
n
d

)
αn = Ω(n), and the tensor com-

pletion guarantee comes with an additional Ω(n1/2) factor to the
lower bound. Actually this gap has not been closed in the liter-
ature, raising a question whether this information-computation
gap is fundamental. Interestingly, this gap does not appear in our
result, hence hypergraph clustering can shed new light on the
computational aspects of tensor completion. Recently, a similar
observation has been made independently in [39] for spike-
tensor-related models (see Section 4.3. therein).

B. Paper Organization

Section II introduces the considered model; in Section III,
our main results are presented along with some implications;
in Section IV, we provide the proofs of the main theorems; in
Section V, we discuss as to how our results can be extended
and adapted to other models; Section VI is devoted to practical
applications relevant to our model, and presents the empirical
performances of the proposed algorithms; and in Section VII,
we conclude the paper with some future research directions.

C. Notations

Let Mi∗ (M∗j ) be the ith row (the jth column) of matrix
M. For a positive integer n, [n] := {1, 2, . . . , n}. For a set A

and an integer m,
(

A
m

)
:= {B ⊂ A : |B| = m}. Let log(·) de-

note the natural logarithm. Let I{·} denote the indicator func-

3Here, T is of rank at most k since it admits a CP-decomposition [37]

T = q1⊗3 +
∑k

i=1 (p − q)(Z∗i )⊗3 .
4The number of free parameters defining a rank k, d-th order, n-dimensional

tensor is ndk, which scales like Θ(n) when d and k are fixed.

tion. For a function F : A → B and b ∈ B, F−1(b) := {i ∈ A :
F (i) = b}.

II. THE WEIGHTED STOCHASTIC BLOCK MODEL

We first remark that our definition of the weighted SBM is a
generalization of the original model for graphs [40], [41] to a
hypergraph setting. For simplicity, we will focus on the follow-
ing symmetric assortative model. In Section V, we generalized
our results to a broader class of graph models.

A. Model

Let V = [n] be the indices of n nodes, and E :=
([n ]

d

)
be the

set of all possible edges of size d for a fixed integer d ≥ 2. Let
Ψ : V → [k] be the hidden partition function that maps n nodes
into k groups for a fixed integer k. Equivalently, the membership
function can be represented in a matrix form Z ∈ {0, 1}n×k ,
which we call the membership matrix, whose (i, j)th entry takes
1 if j = Ψ(i) and 0 otherwise. We denote by ni the size of the
jth group for j = 1, 2, . . . , k, i.e., nj := |Ψ−1(j)|. Let nmin :=
minj nj and nmax := maxj nj . An edge e = {i1 , . . . , id} is ho-
mogeneous if Ψ(i1) = Ψ(i2) = · · · = Ψ(id) and heterogeneous
otherwise. We now formally define the weighted SBM.

Definition 1 (The weighted SBM(p, q, αn )): A random wei-
ght We ∈ [0, 1] is assigned to each edge e independently5:
for homogeneous edges, E[We ] = pαn ; and for heterogeneous
edges, E[We ] = qαn .

Note that the weighted SBM does not assume a specific edge
weight distribution but only specifies the expected values. For
instance, it can capture the case with a single location family
distribution with different parameters as well as the case with
two completely different weight distributions.

Example 1 (The unweighted hypergraph case): For homo-
geneous edges, We ∼ Bern(pαn ); and for heterogeneous
edges, We ∼ Bern(qαn ). This is an instance of the weighted
SBM(p, q, αn ). When d = 2, it captures the standard models
such as planted multisection [3] and the SBM [42].

Example 2 (The weighted hypergraph case): For homoge-
neous edges, We ∼ Bern(0.75); and for heterogeneous edges,
We ∼ Unif[0, 1], a uniform distribution on [0, 1]. This model
can be seen as an instance of the weighted SBM(0.75, 0.5, 1).

B. Performance Metric

Given {We}e∈E and the number of clusters k, we intend to
recover a hidden partition Ψ up to a permutation. Formally,
for any estimator Φ : [n]→ [k], we define the error fraction as
err(Φ) := 1

n minΠ∈P |{i : Ψ(i) 
= Π(Φ(i))}|, where P is the
collection of all permutations of [k]. We study three types of
consistency guarantees [13], [43].

Definition 2 (Recovery types): An estimator Φ is
� strongly consistent if limn→∞ Pr(err(Φ) = 0) = 1;
� weakly consistent if limn→∞ err(Φ) = 0 in prob.; and
� is solving detection if it outputs a partition which is more

consistent relative to a random guess.6

5Our results hold as long as the weights are upper bounded by any fixed
positive constant since one can always normalize the edge weights such that
they are within [0, 1]. The global upper bound on the edge weights are required
for deriving our large deviation results (Lemmas 3 and 5) in the proof.

6Here we provide an informal definition for simplicity. See Definition 7 in [13]
for the formal definition.
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Algorithm 1: HSC.

1: Input: A weighted hypergraphH = ([n], {We}e∈E),
the number of clusters k.

2: Compute the processed similarity matrix A0 :
Compute the similarity matrix A where Aij =∑

e: {i,j}⊂e We if i 
= j; and Aij = 0 otherwise. Then,
obtain A0 by zeroing-out row i (and the corresponding
column) if

∑
j Aij > cthr

1
n

∑
i,j Aij , where cthr > 0 is

a constant depending only on d (e.g., cthr = 6 when
d = 2).

3: Apply spectral clustering to A0 : Find k largest
eigenvectors of A0 , stack them side by side to obtain
U0 ∈ Rn×k , and cluster the rows of U0 using the
approximate geometric k-clustering [48] with an
approximation rate ε > 0.

4: Output: ΦHSC(i) = cluster index of the ith row.

III. MAIN RESULTS

A. Hypergraph Spectral Clustering

Hypergraph Spectral Clustering (HSC) is built upon the spec-
tral relaxation technique [10] and the spectral algorithms [5],
[24], [26], [44]–[47]. The first step of the algorithm is to com-
pute the processed similarity matrix whose entries represent
similarities between pairs. To this end, we first compute the simi-
larity matrix A, where Aij =

∑
e: {i,j}⊂e We if i 
= j; Aij = 0

if i = j. This is inspired by the spectral relaxation technique
in [10]. Next, we zero-out every row and column whose sum is
larger than a certain threshold, constructing an output A0 , which
we call the processed similarity matrix. We then apply spectral
clustering to the processed similarity matrix. That is, we first
find the k largest eigenvectors U0 ∈ Rn×k of A0 , and cluster n
rows of U0 using the approximate geometric k-clustering [48].
Note that HSC is non-parametric, i.e., it does not require the
knowledge of model parameters. See Algorithm 1 for the de-
tailed procedure.

Remark 1: The zeroing-out procedure, proposed in [44] (see
Section 3 therein), is used to remove outlier rows whose sums
are much larger than the average. This is necessary since if such
outliers exist, the eigenvector estimate will be biased, and hence
the spectral clustering will also fail. Note that this technique
is widely adopted in various graph clustering algorithms [26],
[45], [49].

The time complexity of HSC is O
(
nd
)
. As each edge appears

2
(
d
2

)
times during the construction of the similarity matrix, this

step requires 2
(
d
2

)|E| = O
(
nd
)

time. The first k eigenvectors
can be computed via power iterations, which can be done within
O(kn2 log n) time [50]. Geometric k-clustering can be done in
time O(n(log n)k ) [48].

B. Hypergraph Spectral Clustering With Local Refinement

Our second algorithm consists of two stages: HSC and lo-
cal refinement. The HSCLR algorithm is inspired by a similar
refinement procedure, which has been proposed for the graph
case [27], [28]. The algorithm begins with randomly splitting
edges into two sets E1 and E2 . For small β > 0, we assign each
edge to E1 independently with probability β. E2 is the com-
plement of E1 . Then, we run HSC on H1 = ([n], {We}e∈E1 ).

Algorithm 2: HSCLR.

1: Input: A weighted hypergraph H = ([n], {We}e∈E),
the number of clusters k, and sample splitting rate
β > 0.

2: Randomly split E : for small enough β > 0, include each
edge of E in E1 independently with probability β.
Denote by E2 the complement of E1 .

3: Apply Hypergraph Spectral Clustering toH1 = ([n],
{We}e∈E1 ) to yield an estimate ΦHSC.

4: Local refinement: for i = 1, 2, . . . , n, ΦHSCLR(i) =
arg maxj∈[k ]

1
|E ( i ) (j )|

∑
e∈E ( i ) (j ) We .

5: Output: ΦHSCLR.

Next, we do local refinement with E2 . For i ∈ [n] and j ∈
[k], define E (i)(j) to be the set of edges (∈ E2) which con-
nect node i with d− 1 nodes from Φ−1

HSC(j), i.e., E (i)(j) :={
e ∈ E2 : i ∈ e, (e \ {i}) ⊂ Φ−1

HSC(j)
}

. Then, for each i ∈ [n],
we update ΦHSC(i) with

arg max
j∈[k ]

1
|E (i)(j)|

∑

e∈E ( i ) (j )

We. (1)

That is, the refinement step first measures the fitness of each
node with respect to different clusters, and updates the cluster
assignment of each node accordingly. Note that HSCLR is also
non-parametric. See Algorithm 2 for the detailed procedure.

The time complexity of HSCLR is O
(
nd
)
. For each node

i, the local refinement requires
∑k

j=1 |E (i)(j)| flops, which is
bounded by k|Ei |, where |Ei | is the number of edges containing
node i. As

∑
i |Ei | = d|E|, the local refinement step can be done

within O (|E|) time.
Remark 2: HSCLR is inspired by the recent paradigm of

solving non-convex problems, which first approximately esti-
mates the solution, followed by some local refinement. This
two-stage approach has been applied to a variety of contexts,
including matrix completion [51], [52], phase retrieval [53],
[54], robust PCA [55], community recovery [28], [56], EM-
algorithm [57], and rank aggregation [58].

C. Theoretical Guarantees

Theorem 1: Let ΦHSC be the output of HSC. Suppose that
nm a x
nm in

= O(1). Then, there exist constants c0 , c1 > 0 (where c1

depends on p and q) such that if
(
n
d

)
αn ≥ c0n, then,

err(ΦHSC) ≤ c1k
n3

d(d− 1)n2
min

(
n
d

)
αn

(2)

w.p. 1−O(n−1), provided that c1k
n3

d(d−1)n2
m in (n

d )αn
< 1.

Proof: See Section IV-A. �
Note that when d = 2, Theorem 1 recovers [24, Th. 6].
Remark 3: We remark a technical challenge that arises in

proving Theorem 1 relative to the graph case. Actually, the key
step in the proof is to derive the sharp concentration bound on
a certain matrix spectral norm (to be detailed later). But the
bounding technique employed in the graph case does not carry
over to the hypergraph case, as the matrix has strong dependen-
cies across entries. We address this challenge by developing a
delicate analysis that carefully handles such dependencies. See
Remark 7 in Section IV for details.
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Corollary 1 (Detection): Suppose that nm a x
nm in

= O(1). There
exists a constant c2 depending on p, q and k such that HSC
solves detection if

(
n
d

)
αn ≥ c2 · n.

Proof: In Theorem 1, err(ΦHSC) = O(1/c) when αn satis-
fies

(
n
d

)
αn ≥ cn for sufficiently large c > 0.

Remark 4: We compare our algorithm to the one proposed
in [31]. To compare, we first note that in the graph case, the
threshold for detection [14] is achieved by new methods based
on the non-backtracking operator [17], [22], [59]. In [59], the
spectral analysis based on a plain adjacency matrix is shown
to fail, while the one based on the non-backtracking operator
succeeds. Recently, it is shown that the non-backtracking based
approach can be extended to the hypergraph case, and it is
empirically observed to outperform a spectral method that is
similar to HSC except the preprocessing step [31].

Corollary 2 (Weak consistency): Suppose that nm a x
nm in

=O(1).
HSC is weakly consistent if

(
n
d

)
αn = ω(n).

Proof: By (2),
(
n
d

)
αn = ω(n)⇒ err(ΦHSC) = o(1). �

Remark 5: When specialized to weighted stochastic block
model, the weak consistency guarantee of [8] becomes

(
n
d

)
αn =

Ω(n(log n)2), which comes with an extra poly-logarithmic fac-
tor gap to ours.

The following theorem provides the theoretical guarantee of
HSCLR. See Section IV-B for the proof.

Theorem 2 (Strong consistency): Suppose that nm a x
nm in

=O(1).
Then, HSCLR with sampling rate7 β = log log n

log n is strongly con-
sistent provided that for any ε > 0,

(p− q)2

p

(
n

d

)
αn ≥ (8 + ε)

(n/nmin)d−1

d
n log n . (3)

Remark 6: We remark that Theorem 2 characterizes the per-
formance of our non-parametric algorithm for any hypergraphs
with (bounded) real-valued weights. Hence, one may obtain a
tighter threshold and a parametric algorithm by focusing on a
more specific hypergraph model. For instance, in [60], Chien
et al. derive a tighter bound for the binary weight case. As
a concrete example, when d = 3 and k = 2 with two equal-
sized clusters, the sufficient condition of [60, Th 4.1] reads
(
√

p−√q)2
(
n
3

)
αn ≥ 1

12 n log n, while that of Theorem 2 reads
(p−q)2

p

(
n
3

)
αn ≥ 32

3 n log n.
Indeed, by leveraging recent works on phase transition of

random hypergraphs [61], [62], we can prove the order-wise
optimality of our algorithms for the binary-valued edge case.

Proposition 1: For the binary-valued edge case, there is no
estimator which

� solves detection when
(
n
d

)
αn = o(n)

� is weakly consistent when
(
n
d

)
αn = O(n); and

� is strongly consistent when
(
n
d

)
αn = o(n log n).

Proof: If
(
n
d

)
αn = o(n), the fraction of isolated nodes ap-

proaches 1, hence detection is infeasible. In [61], the authors
show that if

(
n
d

)
αn = Θ(n), there is no connected component

of size (1− o(1))n, implying that weak consistency is infeasi-
ble. Lastly, [62] shows that

(
n
d

)
αn > c · n log n for some con-

stant c > 0 is required for connectivity, a necessary condition
for strong consistency.

7We note that β can be chosen arbitrarily as long as β = o(1) and β =
ω(1/ log n). See Section IV-B for detail.

IV. PROOFS

A. Proof of Theorem 1

We first outline the proof. Proposition 2 asserts that spectral
clustering finds the exact clustering if E[A] is available instead
of A0 . We then make use of Lemma 1 to bound the error fraction
in terms of ‖A0 − E[A]‖. Finally, we derive a new concentra-
tion bound for the above spectral norm, and combine it with
Lemma 1 to prove the theorem.

Consider two off-diagonal entries Ai,j and Ai ′,j ′ such that
Ψ(i) = Ψ(i′) and Ψ(j) = Ψ(j′). One can see from the defi-
nition that Ai,j is statistically identical to Ai ′j ′ , so E[Aij ] =
E[Ai ′j ′ ]. Hence, by defining a k × k matrix B such that B�,m =
E[Aij ], where i ∈ Ψ−1(�), j ∈ Ψ−1(m), for some i 
= j, one
can verify that P := ZBZT coincides with E[A] except for the
diagonal entries. Our model implies that the diagonal entries of
B are strictly larger than its off-diagonal entries, so B is of full
rank.

Proposition 2: ([5, Lemma 2.1]) Consider B ∈ Rk×k of
full rank and the membership matrix Z ∈ {0, 1}n×k . Let P =
ZBZT . Then the matrix U ∈ Rn×k whose columns are the
first k eigenvectors of P satisfies:Ui∗ = Uj∗ whenever Ψ(i) =
Ψ(j); Ui∗ and Uj∗ are orthogonal whenever Ψ(i) 
= Ψ(j). In
particular, a clustering algorithm on the rows of U will exactly
output the hidden partition.

Proposition 2 suggests that spectral clustering successfully
finds Ψ if P is available. We now turn to the case where A0 is
available instead of P. It is developed in [5] a general scheme
to prove error bounds for spectral clustering under an assump-
tion that k-clustering step outputs a “good” solution. To clarify
the meaning of “goodness”, we formally describe the k-means
clustering problem.

Definition 3 (k-means clustering problem): The goal is to
cluster the rows of an n× k matrix U. Define the cost function
of a partition Φ : [n]→ [k] as cost(Φ) =

∑k
j=1 Var(Φ−1(j)),

where Var(A) =
∑

i∈A ‖Ui∗ − 1
|A|

∑
�∈AU�‖2 . We say Φ is

(1+ε)-approximate if cost(Φ)≤(1 + ε)minΦ ′:[n ]→[k ] cost(Φ′) .
We now introduce the general scheme to prove error bounds,

formally stated in the following lemma.
Lemma 1: Assume that P is defined as in Proposition 2

and σmin(P) is the smallest non-zero singular value of P. Let
M be any symmetric matrix and U ∈ Rn×k be the k largest
eigenvectors of M. Suppose a (1 + ε)-approximate solution
Φ for a constant ε > 0. Then, for some c3 > 0, err(Φ) ≤
c3k(1 + ε) ‖M−P‖2

σm in (P)2 , provided that c3k(1 + ε) ‖M−P‖2
σm in (P)2 ≤ 1.

Proof: We refer to [5] for the proof. �
Theorem 1.2. in [48] implies that a (1 + ε)-approximate

solution can be found using the approximate geometric k-
clustering.8 Hence, the above lemma implies that one needs
to bound ‖A0 −P‖ in order to analyze the error fraction of
the spectral clustering. Our technical contribution lies mainly in
deriving such concentration bound, formally stated below.

Lemma 2: There exist constants cthr (depending only on
d), c4 , c5 > 0 such that the processed similarity matrix A0

with constant cthr (see Algorithm 1) satisfies ‖A0 −P‖ ≤
c4

√
n
(
n−2
d−2

)
αn with probability exceeding 1−O(n−1), pro-

vided that n
(
n−2
d−2

)
pαn ≥ c5 .

8Note that this result holds only for a fixed k [48].
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Proof: See Appendix A. �
Note that this lemma holds for a fixed d. We now conclude the

proof with these lemmas. Let μ :=
(
n−2
d−2

)
αn . We first estimate

σmin(P).
Claim 1: σmin(P) ≤ c6nminμ for some constant c6 > 0.
Proof: By definition, P = (ZΔ−1)ΔBΔT (ZΔ−1)T , where

Δ = diag(
√

n1 ,
√

n2 , . . . ,
√

nk ). Since the columns of ZΔ−1

are orthonormal, σmin(P) = σmin(ΔBΔT ). One can show
that σmin(ΔBΔT ) ≥ σmin(Δ)2σmin(B). Hence, σmin(P) ≥
σmin(Δ)2σmin(B) = nminσmin(B). Hence, we calculate
σmin(B). By the definition of B,

B�m =

{
pαn

(
n�−2
d−2

)
+ qαn

[(
n−2
d−2

)− (
n�−2
d−2

)]
if � = m,

qαn

(
n−2
d−2

)
if � 
= m

= μ ·
{ (n � −2

d−2 )
(n −2

d−2 )
(p− q) + q if � = m,

q if � 
= m.

Thus, B = μ · q11T + μ · diag(f1 , f2 , . . . , f�), where f� :=
(n � −2

d−2 )
(n −2

d−2 )
(p− q). As nmax/nmin = O(1), each f� converges to a

positive constant, implying that σmin(B) = Θ(μ). �
By Lemma 2 and the above claim, c3k(1 + ε) ‖A

0−P‖2
σm in (P)2 ≤

c3 k(1+ε)c2
4

c2
6

n
n2

m in μ
holds w.p. 1−O(n−1) for nμ ≥ c5 . Choosing

c0 = c5
d(d−1) , c1 = c3 k(1+ε)c2

4
c2

6
completes the proof.

Remark 7: (Technical novelty relative to the graph case):
Indeed, proving the sharp concentration of a spectral norm has
been a key challenge in the spectral analysis [44], [63]. While
most bounds developed hinge upon the independence between
entries9, the matrix A in HSC has strong dependencies across
entries due to its construction. For instance, the entries A12
and A13 both have a term We for any edge e of the form
{1, 2, 3, j4 , j5 , . . . , jd}, hence sharing

(
n−3
d−3

)
many terms.

One approach to handle this dependency is to use matrix Bern-
stein inequality [65] on the decomposition A =

∑
e∈E WeSe ,

where Se :=
∑

i,j∈e
i 
=j

eieT
j . See [8], [11]. However, this approach

provides a bound which comes with an extra
√

log n factor rel-
ative to the bound in Lemma 2, resulting in a suboptimal con-
sistency guarantee as described in Section I-A.

Another approach is a combinatorial method [63], which
counts the number of edges between subsets. The rationale be-
hind this method is as follows. From the definition of the spectral
norm, one needs to bound the quantity xT (A0 −P)x for any
vector x. It turns out that this quantity has a close connection to
the number of (hyper)edges between two subsets in a random
(hyper)graph. For instance, 1T

AA1B is precisely the number of
edges between A and B.

Indeed, a technique for estimating the number of hyperedges
between two arbitrary subsets is developed in [66]. Using this
method, however, one may only obtain a suboptimal guarantee,
which is

(
n
d

)
αn = Ω(n1.5). On the other hand, we show via our

analysis that the order-optimal guarantee can be obtained by
improving the standard combinatorial method. See Appendix A.

9For instance, the most studied model, called the Wigner matrix, assumes
independence among entries. See [64] for more details.

B. Proof of Theorem 2

We first outline the proof. Using the union bound, we show
that it is sufficient to prove Pr(ΦHSCLR(i) = j) = o(n−1) for all
1 ≤ i ≤ n and j 
= Ψ(i). We then consider the following events
to bound this error probability. The first event is that the average
edge weight of the edges between the true community Ψ(i)
and node i is less than a certain threshold, and the other one is
that the average edge weight of the edges between the wrong
community j and node i is greater than the certain threshold.
We will first show that if the misclassification event occurs, at
least one of these two events must occur. Thus, we bound the
error probability by bounding those of these two events using
Lemma 3 and Lemma 4, respectively.

We consider the boundary case
(

n
d

)
αn = Θ(n log n). As β

(
n
d

)

αn = Θ(n log log n) = ω(n), Corollary 2 guarantees that ΦHSC
is weakly consistent. Without loss of generality, assume that
the identity permutation is equal to arg minΠ∈P |{i : Ψ(i) 
= Π
(ΦHSC(i))}|. Then, |Φ

−1
HSC(j )∩Ψ−1 (j )|
|Φ−1

HSC(j )| > 1− γ, i.e., at least 1−
γ fraction of the nodes that are classified as in community j
are correctly classified. The second stage of HSCLR refines
the output of the first stage ΦHSC, resulting in ΦHSCLR. By the
union bound, we have Pr(err(ΦHSCLR) 
= 0) ≤∑n

i=1
∑

j 
=Ψ(i)
Pr(ΦHSCLR(i) = j). Since the total number of summands is
Θ(n), if Pr(ΦHSCLR(i) = j) = o(n−1) for all 1 ≤ i ≤ n and
j 
= Ψ(i), then Pr(err(ΦHSCLR) 
= 0) = o(1).

By the refinement rule (1), Pr(ΦHSCLR(i) = j) ≤ Pr

(
∑

e ∈E( i ) (Ψ ( i ) )
We

|E ( i ) (Ψ(i))| <

∑
e ∈E( i ) ( j )

We

|E ( i ) (j )| ). For any real numbers (a, b,

t), [a ≥ b] ⊃ [a ≥ t] ∩ [t ≥ b] holds. By taking complements of
both sides, we have [a < b] ⊂ [a < t] ∪ [t < b]. Therefore, by
the union bound, P (a < b) ≤ P (a < t) + P (t < b) holds for
any (a, b, t). Applying this bound, we have

Pr

(∑
e∈E ( i ) (Ψ(i)) We

|E (i)(Ψ(i))| <

∑
e∈E ( i ) (j ) We

|E (i)(j)|

)

(4)

≤ Pr

(∑
e∈E ( i ) (Ψ(i)) We

|E (i)(Ψ(i))| <
p + q

2
αn

)

︸ ︷︷ ︸
R1

(5)

+ Pr

(
p + q

2
αn <

∑
e∈E ( i ) (j ) We

|E (i)(j)|

)

︸ ︷︷ ︸
R2

. (6)

We first interpret R1 and R2 . For illustration, assume that
ΦHSCLR coincides with Ψ. Under this assumption, observe that∑

e ∈E( i ) (Ψ ( i ) )
We

|E ( i ) (Ψ(i))| is equal to the average edge weight of the ho-

mogeneous edges within community Ψ(i). Since the expected
value of this term is p

2 αn , one can show that the term R1 van-

ishes. Similarly,
∑

e ∈E( i ) ( j )
We

|E ( i ) (j )| is the average weight of the edges
connecting i and the other nodes in community j. Since these
edges are heterogeneous, R2 also vanishes.

Indeed, as err(ΦHSC) is not exactly zero, but an arbitrarily
small constant, the above interpretation is not precise. In what
follows, we show that R1 and R2 vanish as well for the case.

We begin with bounding R1 . Denote by Eh the set of
all homogeneous edges. Recall that edges in E (i)(Ψ(i)), ex-
cept O(γ) fraction, are homogeneous, so |E (i)(Ψ(i)) ∩ Eh | =
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(1−O(γ))|E (i)(Ψ(i))|. By restricting the range of sum-
mation, R1 ≤ Pr(

∑
e∈E ( i ) (Ψ(i))∩Eh We < p+q

2 αn |E (i)(Ψ(i))|).
Note that We ’s are not restricted to Bernoulli random vari-
ables. By tweaking the proof of conventional large deviation
results [67] for Bernoulli variables, we obtain the following:

Lemma 3: Let S be the sum of m mutually indepen-
dent random variables taking values in [0, 1]. For any δ > 0,
we have Pr(S > (1 + δ)E[S]) ≤ exp(− δ 2

2+δ E[S]) and Pr(S <

(1− δ)E[S]) ≤ exp(− δ 2

2 E[S]).
Proof: See Appendix D-F. �
As E[

∑
e∈E ( i ) (Ψ(i))∩Eh We ] = (1−O(γ))pαn |E (i)(Ψ(i))|,

p+q
2 αn |E (i)(Ψ(i))|

E[
∑

e∈E ( i ) (Ψ(i))∩Eh We ]
− 1 = (1 + O(γ))

q − p

2p
,

so Lemma 3−2) with δ = (1 + O(γ)) p−q
2p gives

R1 ≤ exp
(
− (p− q)2

8p
αn (1 + O(γ))|E (i)(Ψ(i))|

)
. (7)

Next we consider R2 . Again, edges in E (i)(j), except O(γ)
fraction, are heterogeneous, so |E (i)(j) ∩ Ec

h | = (1−O(γ))|
E (i)(j)|. The following lemma says that the contribution due
to the O(γ) fraction of edges is marginal:

Lemma 4: For sufficiently small γ > 0,

Pr

⎛

⎝
∑

e∈E ( i ) (j )∩Eh
We >

pαn |E (i)(j)|
√

log(1/γ)

⎞

⎠ = o(n−1) . (8)

Proof: See Appendix D-B. �
Hence, we focus on heterogeneous edges only. Making a

similar argument as above, the bound in Lemma 3 becomes

R2 ≤ exp

⎛

⎝−
(p−q)2

4q 2

2 + p−q
2q

qαn (1 + O(γ))|E (i)(j)|
⎞

⎠ (9)

(a)
≤ exp

(
−1

8
(p− q)2

p
αn (1 + O(γ))|E (i)(j)|

)
, (10)

where (a) follows since 1
2+ p −q

2 q

= 1
3
2 + p

2 q

= 1
( 3

2
q
p + 1

2 ) p
q

≥ 1
2 p

q
.

Since (p−q)2

p

(
n
d

)
αn ≥ (8 + ε) (n/nm in )d−1

d n log n, a straight-

forward calculation yields 1
8

(p−q)2

p αn (1 + O(γ))
(
nm in−1

d−1

) ≥
(
1 + 1

16 ε
)
log n, for sufficiently large n. Thus, R1 and R2 are

both o(n−1) from (7) and (10).

V. DISCUSSION

We have shown that our algorithms can achieve the order-
optimal sample complexity for all different recovery guarantees
under a symmetric block model. In this section, we show that our
main results indeed hold for a broader class of block models. We
also show that HSCLR can achieve the sharp recovery threshold
for a certain SBM model.

A. Extensions

For the graph case [13], a fairly general model, which sub-
sumes as a special case the asymmetric SBM, has been investi-
gated. Here we extend our model to one such model but in the
context of hypergraphs. Specifically, we consider the following
asymmetric weighted SBM.

Definition 4 (The asymmetric weighted SBM): Let {pe}e∈E
be constants such that pe > pe holds for any homogeneous
edge e and heterogeneous edge e. A random weight is assigned
to each edge independently as follows: For each edge e ∈ E ,
E[We ] = peαn . Notice that this reduces to the condition of
p > q in the symmetric setting.

We find that our main results stated in Theorems 1 and 2 read-
ily carry over the above asymmetric setting. The key rationale
behind this is that our spectral clustering guarantee hinges only
upon the full-rank condition on B (see Section III-A for the
definition). Here, what one can easily verify is that the condi-
tion above implies the full-rank condition, and hence our results
hold even for the asymmetric setting. The only distinction here
is that the constants that appear in the theorems depend now on
pe ’s. Similarly, our technique can cover disassortative SBM in
which heterogeneous edges have larger weights than homoge-
neous edges.

Definition 5 (The symmetric disassortative weighted SBM):
In Definition 1, we assume instead that 0 < p < q < 1.

Another prominent instance is the planted clique model.
Definition 6 (The planted clique model): Fix s-subset of no-

des C (s ≤ n). Consider a random hypergraph in which every
d-regular edge e = {i1 , i2 , . . . , id} appears with probability 1 if
e ⊆ C or 1

2 otherwise.
In this model, one wishes to detect the hidden subset C,

which is called the clique. Following a similar analysis with a
different notion of error fraction, one can show that the clique
can be detected if s ≥ c∗ · √n for some constant c∗, which is
consistent with the well-known result for d = 2 [68].

B. Sharpness

Recently, sharp thresholds on the fundamental limits are char-
acterized in the graph case [22], [24], [27], [28], [30]. In contrast,
such a tight result has been widely open in the hypergraph case.
A notable exception is our companion paper [32] which stud-
ies a special case of the weighted SBM (considered herein), in
which weights are binary-valued.

Definition 7 (Generalized Censored Block Model with Homo-
geneity Measurements [32]): Let θ ∈ (0, 1/2) be a fixed con-
stant. Assume that k = 2 and denote erasure by x. If the edge
e is homogeneous, We = 1 w.p. αn (1− θ), We = 0 w.p. αnθ,
and We = x w.p. 1− αn . Otherwise, We = 1 w.p. αnθ, We = 0
w.p. αn (1− θ), and We = x w.p. 1− αn .

The information-theoretic limit for strong consistency has
been characterized under this model, formally stated below.

Proposition 3: ([32, Th. 1]) Under the model in Defini-
tion 7, the maximum likelihood estimator is strongly con-
sistent for any given hidden partition Ψ if

(
n
d

)
αn ≥ (1 +

ε) 2d−2

d
n log n

(
√

1−θ−√θ)2 for any constant ε > 0. Conversely, if
(
n
d

)

αn ≤ (1− ε) 2d−2

d
n log n

(
√

1−θ−√θ)2 , no algorithm can be strongly

consistent for any given hidden partition Ψ.
Using our results, we can show that there is no computational

barrier under this model. We now state the theorem, deferring
the proof to Appendix B.

Theorem 3: HSCLR10 achieves the information-theoretic
limits characterized in Proposition 3.

10Indeed, there should be some minor tweaks to make HSCLR better adapted
to this model. See Appendix B for details.
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VI. APPLICATION

In this section, based on our algorithms, we design a sketching
algorithm for subspace clustering.

A. Subspace Clustering

It is well known that hypergraph clustering is closely re-
lated to computer vision applications such as subspace cluster-
ing [35]. In the subspace clustering problem, one is given with
n data points x1 ,x2 , . . . ,xn ∈ R� in a high dimensional ambi-
ent space. The n data points are partitioned into k groups, and
data points in the same group approximately lie on the same
subspace, each of dimension at most m < �. The goal is to
recover the hidden partition of the n data points based on cer-
tain measurements. Among various approaches, tensor-based
algorithms measure similarities between the data points to re-
cover the cluster [34]–[36]. More specifically, they construct a
weighted d-uniform (d ≥ m + 2) hypergraph ([n], {We}e∈E),
in which each edge weight represents the similarity of the
corresponding d points. One typical approach to measure the
similarity between d data points is based on the hyperplane
fitting. More specifically, denoting by fit(·) the error of fit-
ting an m-dimensional affine subspace to d data points, one
may set We = exp (−fit(xi1 , . . . ,xid

)) for e = {i1 , i2 , . . . , id}.
Note that We � 1 if the d data points are approximately on the
same subspace, and We � 0 if the data points cannot be fit on a
single subspace.

Consider a set of d data points of the same cluster, which
approximately lie on the same subspace by definition. The edge
weight corresponding to these d data points will be approxi-
mately 1, and one may model the edge weight as a random
value whose expected value is close to 1. Similarly, one may
model the edge weights of heterogeneous edges by a random
variable whose expected value is close to 0.11

Clearly, our weighted SBM can precisely capture the above
hypergraph model since our model only assumes that the av-
erage weights of homogeneous edges are larger than those of
heterogeneous edges. We verify this claim using a real data set.
Hopkins 155 is the most widely used dataset for the subspace
clustering problem [69]. We first set d = 8 and m = 3, and then
randomly sample 10000 homogeneous edges and 10000 het-
erogeneous edges. The empirical distributions of edge weights
are shown in Fig. 1(a). We can see that the homogeneous edges
have larger weights on average than the heterogeneous edges,
well respecting the weighted SBM.

B. Sketching Algorithms for Subspace Clustering

Modern subspace clustering algorithms involve a large num-
ber of data points lying on a high-dimensional space, i.e., n
and � are very large. Hence, storing the entire raw data points
is prohibitive, and one may have to resort to the sketch of the
data set. A sketch can be viewed as a summary of the dataset,
containing sufficient information of the data set.

As evidenced by the preceding section, we assume that the
weighted hypergraph constructed from the data points follows

11Indeed, the edge weight of a heterogeneous edge can be very close to 1, i.e.,
the fitting error can be close to 0. This may happen when d data points, which
are from different subspaces, are well aligned with another single subspace.
Such a coincidence, however, happens with very low probability, and hence we
simply treat these atypical events as statistical noise.

the model in Section II. Under this assumption, subspace clus-
tering can be done by clustering nodes of the weighted hy-
pergraph. The following corollary asserts that one can exactly
solve the subspace clustering problem with a sketch consisting
of the weights of randomly chosen hyperedges.12 We now state
a corollary, a consequence of Theorems 1 and 2.

Corollary 3: Suppose that nmax/nmin = O(1) and αn = 1.
Then, HSC is weakly consistent if

(
n
d

)
sn = ω(n), and HSCLR

is strongly consistent if
(
n
d

)
sn ≥ c8 · n log n for some con-

stant c8 > 0. Moreover, the computational complexities of HSC,
HSCLR reduce to max{(n

d

)
sn , n(log n)k}.

Remark 8: One can sketch data more aggressively if the sub-
spaces are not similar to each other [70]. This is also captured
in Corollary 3 as follows. As a concrete example, consider two
subspaces of dimension m and a heterogeneous edge e. When
the two subspaces are moving farther away from each other,
the fitting error of e increases. Thus, We approaches 0, and
hence p− q increases. Since the sample complexity is inversely
proportional to p− q,13 one can sketch more aggressively.

Corollary 3 implies that our sketching method can reduce the
storage overhead from O(n�) to O(n log n). We now evaluate
our sketching algorithm. The relevant parameters are n, k, �,
m, d, and sn : in an ambient dimension of � = 50, we randomly
generate k subspaces each being of dimension of m = 3; for
each subspace, we randomly sample n/k points and perturb
every point with Gaussian noise of variance σ2 ; we set edge
size d = 5 and sampling probability sn . We first implement
HSCLR in MATLAB14. We then compare HSCLR with other
prior algorithm15, adopting the experimental setups from [75]
and [8].

We first measures the performance of various algorithms. We
set k = 3 and

(
n
d

)
sn = 5kd−1n log n/d, and report the average

fractional errors of each algorithm over 20 trials for (n/k, σ) ∈
{300, 400, 500, 600} × {0, 0.05, 0.1, 0.15} in Fig. 1(b). Ob-
serve that our algorithm matches the state-of-the-art perfor-
mance. We also measures the run time of the algorithms. We
set k = 2, σ = 0.025, n ∈ {750, 1500, 3000, 6000}, (n

d

)
sn =

5kd−1n log n/d, and report the average run time over 10 tri-
als. Fig. 1(c) shows that the runtime of our proposed algorithm
scales nearly linearly in n.

C. Other Applications

Apart from subspace clustering, there are many applications
in which d-wise similarities can carry more information than
pairwise ones. Those include other computer vision applications
(such as geometric grouping [34], [36] and high-order match-
ing [77]), tagged social networks [6], biological networks [7]

12We note that one may carefully choose similarity entries in order to achieve
a more informative sketch than our random one, at the cost of increased com-
putational complexity for sketch construction.

13The sufficient condition in Theorem 2 reads (p−q )2

p

(
n
d

)
sn ≥ C for some

quantity C .
14We observe a large constant in the computational complexity of the geo-

metric k-clustering, and hence we implement HSCLR with an efficient k-means
algorithms for the experiments.

15Sparse subspace clustering (SSC) [71], a variant of SSC using OMP (SSC-
OMP) [72], subspace clustering using low-rank representation (LRR) [73],
thresholding-based subspace clustering (TSC) [74], subspace clustering using
nearest neighborhood search (NSN+Spec) [75], and tensor trace maximization
(TTM) [8]. Note that SCC [36], SGC [76], and Tetris [8]) are not applicable to
the sketching scenario due to their iterative natures.
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Fig. 1. (a) Distribution of edge weights for the Hopkins 155 data set. Notice that homogeneous edges have larger weights on average. This implies that the
hypergraph constructed from tensor-based approaches respects our model. (b) Fractional error of various algorithms. We report the fractional error of each algorithm
for varying n/k and σ (a lighter color implies a lower error fraction). Note that we include iterative algorithms (SCC, SGC, Tetris) although they cannot be utilized
in the sketching scenario. We can see that our approach has a comparable performance to the state of the arts. (c) Average run time comparison with prior subspace
clustering algorithms. We can observe that our proposed algorithm scales nearly linearly in n while others do not.

and co-authorship networks [78]. We remark that while our
model assumes equal-sized hyperedges, the HSCLR algorithm
is applicable even when the size of hyperedges vary, which is
the case for some of these applications. However, the success
of the refinement step is contingent upon whether or not the
average weight of homogeneous edges is larger than that of het-
erogeneous edges. While this assumption is shown to hold for
the subspace clustering problem, whether or not this assumption
holds for the other applications is an interesting future direction.

VII. CONCLUSION

In this paper, we develop two hypergraph clustering algo-
rithms: HSC and HSCLR. Our main contribution lies in perfor-
mance analysis of them under a new hypergraph model, which
we call the weighted SBM. Our results improve upon the state of
the arts, and firstly settle the order-optimal results. Further, we
show that HSCLR achieves the information-theoretic limits of
a certain hypergraph model. We also develop a sketching algo-
rithm for subspace clustering based on HSCLR, and empirically
show that the new algorithm outperforms the existing ones.

We conclude our paper with future research directions.
� Detection threshold: In [31], a sharp threshold for detection

is conjectured. Further, the non-backtracking method is
conjectured to be optimal. Proving these conjectures still
remains open. The optimality of HSC is also open.

� Consistency threshold: The fundamental limits for
weak/strong consistency under the general weighted SBM
are unknown. An important open problem is to charac-
terize the general limits in terms of the model parameters
(n, d, k, p, q, αn ).

APPENDIX A

We first note that the overall structure of the proof resembles
the ones in [44], [63], except that the entries of A are not inde-
pendent. This is because each hyperedge’s weight is added to
more than one entries of A0 in our case, resulting in dependency
structure between all elements of the matrix. See Remark 7 for
more details.

We begin with some preliminaries: Let ν :=
(
n−2
d−2

)
pαn ≥

maxi,j E[Ai,j ]; let B := {x ∈ Rn : ‖x‖2 ≤ 1}; let Dδ :=

{x = (x1 , x2 , . . . , xn ) ∈ B :
√

nxi

δ ∈ Z}; for a matrix C,
denC (A,B) :=

∑
i∈A

∑
j∈BCi,j ; and for a matrix C and a

subset I , let CI be the matrix obtained from C by zeroing out
all rows and columns in subset I . The following large deviation
results will be frequently used throughout the proof:

Lemma 5: Let S =
∑n

i=1 Xi , where 0 ≤ Xi ≤ b for each i
for b > 0. There exist constants c7 > 0 depending only on b
such that the following holds for any a ≥ E[S] and k ≥ c7 :

Pr(S > k · a) ≤ exp
(
− 1

2b
k log k · a

)
.

�
Proof: See Appendix D-A.
We consider the most challenging case where

(
n
d

)
αn = Θ(n),

i.e., ν = Θ(1/n). First, note that P− E[A] is a diagonal matrix
whose entries are O(ν). Hence, ‖P− E[A]‖ = O(

√
nν). Thus,

it suffices to show that
∥
∥A0 − E[A]

∥
∥ = O(

√
nν) . (11)

Lemma 6: Let C be a n× n matrix. For 0 < δ < 1,

‖C‖ ≤ (1− 3δ)−1 max
x∈Dδ

∣
∣xT Cx

∣
∣ .

Proof: See Appendix D-C. �
Due to Lemma 6, one can replace (11) with a more

tractable statement at the cost of the constant: supx∈Dδ
|xT (A0

− E[A])x| = O(
√

nν). For a vector x = (x1 , x2 , . . . , xn ) ∈
Dδ , define Sδ (x) :=

{
(i, j) : |xixj | < δ2√ ν

n

}
for 0 < δ < 1.

Then, one has:

sup
x∈B

∣
∣xT

(
A0 − E[A]

)
x
∣
∣ = sup

x∈B

∣
∣
∣
∣
∑

(i,j )

[
A0

i,j xixj

]− xT E[A]x
∣
∣
∣
∣.

Let (T1) = supx∈B |
∑

(i,j )∈Sδ (x) [A
0
i,j xixj ]− xT E[A]x|

and (T2) = supx∈B |
∑

(i,j )∈Sδ (x)c [A0
i,j xixj ]|. Then, the

above quantity is bounded above by (T1) + (T2). We now show
that each of (T1) and (T2) is O(

√
nν).

A. Proof of (T1)

We denote by J the random subset of [n] that corresponds to
the removed rows and columns during the processing step (see
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step 2 of Algorithm 1). For a sufficiently large constant c12 > 0
(to be chosen later) and I ⊂ [n], define the event

EI =
{

sup
x∈Dδ

∣
∣
∣
∣

∑

(i,j )∈Sδ (x)

[
AI

i,j xixj

]− xT E[A]x
∣
∣
∣
∣> c12 ·

√
nν

}
.

Then, it is sufficient to show that Pr(EJ )→ 0. Note that the
following upper bound holds for:

Pr(EJ ) =
∑

I⊂[n ]

[Pr(EJ , J = I)]

≤
∑

|I |≤(nν )−3 n

[Pr(EI , J = I)]

+
∑

|I |≥(nν )−3 n

[Pr(EI , J = I)]

≤
∑

|I |≤(nν )−3 n

[Pr(EI )] +
∑

|I |≥(nν )−3 n

Pr(J = I)

=
∑

|I |≤(nν )−3 n

[Pr(EI )] + Pr
(|J | ≥ (nν)−3n

)
.

The following lemma bounds the number of removed rows
(and columns).

Lemma 7: For some cthr > 0 (depending only on d), there
exists a constant c8 > 0 such that if nν ≥ c8 , then w.p. 1−
exp(−Ω(n)), |{i : denA (i, [n]) ≥ cthr · nν}| ≤ (nν)−3n.

Proof: See Appendix D-D. �
By Lemma 7, for nν ≥ c8 , Pr

(|J | ≥ (nν)−3n
) ≤ e−Ω(n) .

As there are at most 2n = en log 2 many subsets of [n],
due to the union bound, the proof for (T1) will be com-
pleted after showing that for a fixed |I| ≤ (nν)−3n, Pr(EI ) ≤
O
(
e−2 log 2n

)
. Observe that

∣
∣
∣
∣

∑

(i,j )∈Sδ (x)

[
AI

i,j xixj

]− xT E[A]x
∣
∣
∣
∣

≤
∣
∣
∣
∣x

T
(
E[AI ]− E[A]

)
x
∣
∣
∣
∣

︸ ︷︷ ︸
(E 1)

+
∣
∣
∣
∣
∑

(i,j )∈Sδ (x)c

[
E[AI

i,j ]xixj

]
∣
∣
∣
∣

︸ ︷︷ ︸
(E 2)

+
∣
∣
∣
∣
∑

(i,j )∈Sδ (x)

[
(
AI

i,j − E[AI
i,j ]

)
xixj

]∣∣
∣
∣

︸ ︷︷ ︸
(E 3)

,

and hence we will show that there exist c13 , c14 , c15 > 0 such
that supx∈Dδ

(E1) ≤ c13
√

nν, supx∈Dδ
(E2) ≤ c14

√
nν, and

supx∈Dδ
(E3) ≤ c15

√
nν with probability 1−O(e−2n log 2),

respectively. Having shown these, the proof for (T1) is com-
pleted by taking c12 := c13 + c14 + c15 .

i) (E1): As |I| ≤ (nν)−3n,
∣
∣xT

(
E[AI ]− E[A]

)
x
∣
∣ ≤ ∥

∥E[AI ]− E[A]
∥
∥

≤ ∥
∥E[AI ]− E[A]

∥
∥

F
≤
√

2(nν)−3n2 · ν2 =
√

2(nν)−1/2 .

Hence, by taking c13 =
√

2, supx∈Dδ
(E1) ≤ c13

√
nν

holds with probability 1 for nν ≥ 1.

ii) (E2): As ν ≥ maxi,j E [Ai,j ],
∣
∣
∣
∣

∑

(i,j )∈S c
δ

[
E[AI

i,j ]xixj

]
∣
∣
∣
∣ ≤ ν

∑

(i,j )∈Sδ (x)c

i 
=j

|xixj |

= ν
∑

(i,j )∈Sδ (x)c

i 
=j

x2
i x

2
j

|xixj |
(a)
≤ 1

δ2

√
nν

∑

(i,j )∈Sδ (x)c

i 
=j

x2
i x

2
j

(b)
≤ 1

δ2

√
nν ,

where (a) is due to the definition of Sδ (x), and (b)
follows since ‖x‖ ≤ 1. Hence, by taking c14 = 1

δ 2 ,
supx∈Dδ

(E2) ≤ c14
√

nν holds with probability 1.
iii) (E3): Let x = (x1 , x2 , . . . , xn ) ∈ Dδ be fixed. We have
∑

(i,j )∈Sδ (x)

[(
AI

i,j − E[AI
i,j ]

)
xixj

]

=
∑

(i,j)∈Sδ (x)
i 
=j

[
xixj I{i /∈ I, j /∈ I}

∑

e∈E
{i,j}⊂e

[We − E[We ]]
]

=
∑

e∈E

[
(We − E[We ])

∑
(i,j )∈Sδ (x)
i 
=j, {i,j}⊂e

[xixj I{i /∈ I, j /∈ I}]
]

︸ ︷︷ ︸
=:Ye

.

Note that {Ye}e∈E is a collection of independent random
variables. To apply Bernstein inequality to

∑
e∈E Ye , we

do some preliminary calculations. First, it easily follows
from the definition of Sδ that

|Ye | ≤
∣
∣
∣
∣ (We − E[We ])

∑

(i,j )∈Sδ (x)
i 
=j, {i,j}⊂e

[xixj I{i /∈ I, j /∈ I}]
∣
∣
∣
∣

≤
∑

(i,j )∈Sδ (x)
i 
=j, {i,j}⊂e

|xixj | ≤ δ2
√

ν

n
· 2
(

d

2

)
≤ d2δ2

√
ν

n
.

Next, we compute a bound on the sum of variances:
∑

e∈E
E[Y 2

e ]

(a)
≤

∑

e∈E

[
d2E[W 2

e ]
∑

(i,j )∈Sδ (x)
i 
=j, {i,j}⊂e

[
x2

i x
2
j I{i /∈ I, j /∈ I}]

]

(b)
≤ d2

∑

e∈E

[
E[We ]

∑

(i,j )
i 
=j,{i,j}⊂e

[
x2

i x
2
j

]
]

= d2
∑

(i,j )
i 
=j

[
x2

i x
2
j E[Ai,j ]

]
≤ d2ν

∑

(i,j )
i 
=j

x2
i x

2
j

(c)
≤ d2ν ,

where (a) is due to (
∑k

i=1 ai)2 ≤ k
∑k

i=1 a2
i ; (b) follows

since We ∈ [0, 1]; (c) follows since ‖x‖ ≤ 1.
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Thus, Bernstein inequality yields: Pr
(∣∣∑

e∈E Ye

∣
∣ ≥

t
) ≤ 2 exp

(− t2 /2
d2 ν+ 1

3 d2 δ 2
√

ν
n t

)
, we have

Pr
(∣∣
∣
∣
∑

e∈E

Ye

∣
∣
∣
∣ ≥ c15

√
nν

)

≤ 2 exp
(
− c2

15

2d2 + 2
3 d2δ2c15

n

)
.

As |Dδ | = eΘ(n) , the union bound yields

Pr
(

sup
x∈Dδ

∣
∣
∣
∣
∑

e∈E

Ye

∣
∣
∣
∣ ≥ c15

√
nν

)

≤ eΘ(n) Pr
(∣∣
∣
∣
∑

e∈E

Ye

∣
∣
∣
∣ ≥ c15

√
nν

)

≤ 2eΘ(n) exp
(
− c2

15

2d2 + 2
3 d2δ2c15

n

)
,

and hence by choosing c15 sufficiently large, one
can ensure that supx∈Dδ

(E3) ≤ c15
√

nν w.p. 1−
O(e−2n log 2).

Since nν ≥ c8 and nν ≥ 1, nν should be greater than or equal
to max{c8 , 1}, so one can take c5 = max{c8 , 1}.

B. Proof of (T2)

This case immediately follows from a celebrated combinato-
rial technique proposed in [63]. We summarize their results.

Definition 8: We say the bounded density property holds
with constants α, β, γ > 0 if the following two hold:

1) For each node u, denA0 (u, [n]) ≤ α · nν.
2) For any two subsets A,B, either denA0 (A,B) ≤ β · ν
|A||B| or denA0 (A,B) log denA 0 (A,B)

ν |A||B| ≤ γ ·max{|A|,
|B|} log n

max{|A|,|B|} .
Proposition 4 ([44], [63]): If the bounded density property

holds with some constant α, β, γ, then (T2) = O(
√

nν).
Therefore, one only needs to show that the bounded density

property holds with high probability to finish the proof.
Lemma 8: With probability 1−O(n−1), the bounded den-

sity property holds with some constants c9 , c10 , c11 .
Proof: See Appendix D-E. �

APPENDIX B

For notational simplicity, as k = 2, we represent partition
functions ΦHSC,Ψ by binary vectors X,Z ∈ {0, 1}n . We de-
fine some notations: Let W = [We ]e∈E ; for a vector V =
[Vi ]1≤i≤n ∈ {0, 1}n and e = {i1 , i2 , . . . , id} ∈

([n ]
d

)
, let fe(V)

= I{Vi1 = Vi2 = . . . Vid
}; let F(V) = [fe(V)]e∈E .

A straightforward calculation yields for any two binary vec-
tors X and Y, the likelihood of X is greater than that of Y if
and only if d(W,F(X)) < d(W,F(Y)), where d(X,Y) :=
|{i ∈ [n] : Xi 
= Yi}| for any X and Y.

To make HSCLR better adapted to the model, we modify the
algorithm as follows:

1) We apply HSC to ([n],W′), where W′ is obtained from
W by replacing the erasure weights x’s with 0’s.

2) We then employ a likelihood-based refinement rule:

Xi ←
{

Xi if d(W,F(X)) < d(W,F(X⊕ ei));
Xi ⊕ 1 otherwise.

Remark 9: Notice that one can employ such a likelihood-
based estimator only when edge distributions are fully specified.

We now begin the main proof. We consider the most chal-
lenging regime where

(
n
d

)
p = Θ(n log n), and suppose

(
n

d

)
αn ≥ (1 + ε)

2d−2

d

n log n

(
√

1− θ −√θ)2
(12)

for a fixed ε > 0. For simplicity, we assume that n is even, and
fix the ground truth to be A = (1, . . . , 1

︸ ︷︷ ︸
n/2

, 0, . . . , 0
︸ ︷︷ ︸

n/2

); for other

cases, the proof follows similarly.
Let X be the output of the first stage. By Theorem 1, one can

see that X is weakly consistent. Without loss of generality, we
assume for an arbitrarily small η > 0 that

X = (0, . . . , 0
︸ ︷︷ ︸

ηn

, 1, 1, 1, . . . , 1, 1, 1
︸ ︷︷ ︸

n/2−ηn

, 1, . . . , 1
︸ ︷︷ ︸

ηn

, 0, 0, 0, . . . , 0, 0, 0
︸ ︷︷ ︸

n/2−ηn

) .

Indeed, X needs not have the same number of 0’s and 1’s
but the other cases can be handled similarly using the same
arguments.

As in the proof of Theorem 2 (see Section IV-B), due to the
union bound, it is enough to show that the probability of having
node 1’s affiliation incorrect after refinement is o(n−1), i.e.,

Pr (node 1 is incorrect after refinement) = o(n−1) .

By the new refinement rule,

Pr (node 1 is incorrect after refinement)

= Pr
(

0 < d(W,F(X⊕ e1))− d(W,F(X))
)

.

The following lemma states that the difference of hamming
distances can be viewed as the sum of random variables.

Lemma 9: Pi, P
′
i

i.i.d.∼ Bern(αn ) and Θi ,Θ′i
i.i.d.∼ Bern(θ).

Then,

d(W,F(X⊕ e1))− d(W,F(X))

=
2(n / 2−η n

d−1 )∑

i=1

Pi(2Θi − 1)) +
2(n / 2

d−1 )−2(n / 2−η n
d−1 )∑

i=1

P ′i (1− 2Θ′i) .

Proof: See Appendix D-F. �
Let V1 =

(
n/2
d−1

)
and V2 =

(
n/2−ηn

d−1

)
. By Lemma 9,

Pr
(

0 < d(W,F(X⊕ e1))− d(W,F(X))
)

= Pr

(

−
2V1−2V2∑

i=1

P ′i (1− 2Θ′i) <

2V2∑

i=1

Pi(2Θi − 1))

)

(a)
≤ Pr

(

−
2V1−2V2∑

i=1

P ′i <

2V2∑

i=1

Pi(2Θi − 1))

)

(b)
= Pr

⎛

⎝−
O (η )V1∑

i=1

P ′i <

2V2∑

i=1

Pi(2Θi − 1))

⎞

⎠ . (13)
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where (a) is due to |1− 2Θ′i | ≤ 1; (b) is due to 2V1 − 2V2 =
O(η)V1 .

In view of Lemma 4, one can similarly show that

Pr

⎛

⎝
O (η )V1∑

i=1

P ′i >
V1αn√
log(1/η)

⎞

⎠ = o(n−1) , (14)

provided that η is sufficiently small. Thus,

(13) ≤ Pr

(

− V1αn√
log(1/η)

<

2V2∑

i=1

Pi(2Θi − 1))

)

+ o(n−1)

Lemma 10: For an integer K > 0, let {Pi}Ki=1
i.i.d.∼ Bern

(αn ) and {Θi}Ki=1
i.i.d.∼ Bern(θ). Then, for any � > 0

Pr

(

log
(

1− θ

θ

) K∑

i=1

Pi(2Θi − 1) ≥ −�

)

≤ e
1
2 �−K (αn (

√
1−θ−√θ)2 +O (α2

n )) .

Proof: See Appendix D-G. �
By Lemma 10,

Pr

(

− V1αn√
log(1/η)

<

2V2∑

i=1

Pi(2Θi − 1))

)

≤ e
1
2

lo g ( 1−θ
θ )√

l o g ( 1 / η )
V1 αn −2V2 (αn (

√
1−θ−√θ)2 +O (α2

n ))
. (15)

Note that as αn = o(1),

1
2

log
( 1−θ

θ

)

√
log(1/η)

V1αn − 2V2

(
αn (
√

1− θ −
√

θ)2 + O(α2
n )
)

= (1 + o(1))
[

log
( 1−θ

θ

)

√
log(1/η)2d

d

n

(
n

d

)
αn − 2

(
1
2
− η

)d−1

· d
n

(
n

d

)(
αn (
√

1− θ −
√

θ)2 + O(α2
n )
)]

= (1 + o(1))
[

log
( 1−θ

θ

)

√
log(1/η)2d

d

n

(
n

d

)
αn − 2

(
1
2
− η

)d−1

· d
n

(
n

d

)
αn (
√

1− θ −
√

θ)2
]

→ − 1
2d−2

d

n

(
n

d

)
αn (
√

1− θ −
√

θ)2

as η → 0+ and n→∞. Thus, (15) ≤ e−(1+ε/2) log n = o(n−1)
for sufficiently large n and small η.

APPENDIX C

To extend the analysis to the planted clique model, we need
another type of error fraction, which is defined as follows:

err′(Φ) := min
Π∈P

max
1≤j≤k

1
nj
|{i ∈ Ψ−1(j) : Π(Φ(i)) 
= j}| .

Note that err′ characterizes the maximum value of within-
cluster error fraction over all clusters. Let us denote the smallest
singular value of B (defined in Section III-A) by σ and the size
of smallest cluster by nmin . Then, following [5], one can prove
the following result by tweaking the proof of Theorem 1:

Theorem 4: For some c14 , c15 , the following holds: if
(
n
d

)
αn ≥ c14n and c15(1 + ε)

kn(n −2
d−2 )

αn n2
m in σ 2 < 1, then w.p. exceed-

ing 1−O(n−1),

err′(ΦHSC) ≤ c15(1 + ε)
kn
(
n−2
d−2

)

αnn2
minσ2 . (16)

We now demonstrate how Theorem 4 guarantees the detection
of planted clique when s ≥ c∗ · √n for some constant c∗. To
apply Theorem 4, we need to first compute σ of

B =

( 1
2

(
s−2
d−2

)
+ 1

2

(
n−2
d−2

) 1
2

(
n−2
d−2

)

1
2

(
n−2
d−2

) 1
2

(
n−2
d−2

)

)

.

Using the fact that the minimum singular value of ( a+b
a

a
a ) is

2b√
4+( b

a )2 +2+ b
a

, we have

σ =
2
(

s−2
d−2

)

√

4 +
(

(s−2
d−2)

(n −2
d−2 )

)2

+ 2 + (s−2
d−2)

(n −2
d−2 )

= Θ
(
sd−2) .

Hence, by Theorem 4 (as αn = 1), Thus, whenever s =
Ω(
√

n),

err′(ΦHSC) ≤ c15(1 + ε)
2n
(
n−2
d−2

)

s2σ2 = O

(
nd−1

s2(d−1))

)
= O(1) .

APPENDIX D

A. Proofs of Lemma 3 and Lemma 5

Without loss of generality, we will prove the lemmas assum-
ing that E[Xi ] > 0 for all i. We first obtain a useful bound on
the moment generating function (mgf) of S. For an arbitrary
λ > 0,

E[exp{λS}] = E

[

exp

{

λ

(
n∑

i=1

Xi

)}]

≤
n∏

i=1

(
1 +

(eλb − 1)
b

E[Xi ]
)

≤
(

1 +

(
eλb − 1

)

b

∑n
i=1 E[Xi ]

n

)n

, (17)

where the first inequality holds since eλx−1
x ≤ eλb−1

b holds for all
0 < x ≤ b, and the second inequality holds due to the AM-GM
inequality. We now prove the lemmas using this bound.

1) Proof of Lemma 5: Using Markov’s inequality and (17),

Pr(S > x) = Pr(eλS > eλx) ≤ exp{−λx}E[exp{λS}]

≤ exp{−λx}
(

1 +

(
eλb − 1

)

b

E[S]
n

)n

.
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By choosing λ = 1
b log(1 + bx

E[S ] ), i.e., x = (eb λ−1)
b E[S], we

have

Pr(S > x) ≤ exp
{
−x

b
log

(
1 +

bx

E[S]

)}(
1 +

x

n

)n

≤ exp
{
−x

b
log

(
1 +

bx

E[S]

)}
exp(x)

= exp
[
−x

b
·
{

log
(

1 +
bx

E[S]

)
− b

}]
.

By setting x = ka, we have

Pr(S > k · a) = exp
[
−ka

b
·
{

log
(

1 +
bka

E[S]

)
− b

}]

≤ exp
[
−k

log (1 + bk)− b

b
· a
]

,

where the inequality holds since a ≥ E[S]. Since [log(1 +
bk)− b] ∼ log(k), log(1 + bk)− b ≥ 1

2 log(k) holds for all
k ≥ c7 , where c7 is some positive constant depending only on
b. Applying this inequality to the above bound completes the
proof.

2) Proof of Lemma 3: Since the proof bears great similarity
to the conventional case [67], we only show the upper bound.
Using Markov’s inequality and (17) with b = 1,

Pr (S > (1 + δ)E[S]) = Pr
(
eλS > eλ(1+δ)E[S ]

)

≤ e−λ(1+δ)E[S ]
(

1 + (eλ − 1)
E[S]

n

)n

By taking λ = log (1 + δ), we obtain

Pr (S > (1 + δ)E[S]) ≤ e−(1+δ) log(1+δ)E[S ]
(

1 +
δE[S]

n

)n

≤ e−(1+δ) log(1+δ)E[S ]+δE[S ] ≤ e−
δ 2

2 + δ E[S ], (18)

where the last equality holds since log(1 + δ) ≥ δ
1+δ/2 . This

completes the proof of the upper bound.

B. Proof of Lemma 4

Assume that |E (i)(j) ∩ Eh | = c · γ|E (i)(j)| for some con-
stant c > 0. For simplicity, let us write

∑
e∈E ( i ) (j )∩Eh We as

∑c·γ |E ( i ) (j )|
i=1 Wi . Then we get:

Pr
( ∑

e∈E ( i ) (j )∩Eh
We >

pαn |E (i)(j)|
√

log(1/γ)

)

= Pr
( c·γ |E ( i ) (j )|∑

i=1

Wi >
1

cγ
√

log(1/γ)
· cγpαn |E (i)(j)|

)
.

(19)

From the proof of Lemma 3 (see (18)), one can deduce the
following:

Corollary 4: Let S be the sum of m mutually independent
random variables taking values in [0, 1]. For any δ > 0, we have

Pr (S > (1 + δ)E[S]) ≤ e−{(1+δ) log(1+δ)−δ}E[S ] . (20)

We will apply Corollary 4 with (1 + δ) = (cγ
√

log(1/γ))−1 .

As (cγ
√

log(1/γ))−1 →∞ as γ → 0+ , we may regard δ to
be an arbitrarily large constant. Because (1 + δ) log(1 + δ)−
δ = (1 + o(1))(1 + δ) log(1 + δ) as δ →∞, in what follows,
we will replace the upper bound (20) with e−(1+δ) log(1+δ)E[S ]:

(19) ≤
(

1
ecγ

√
log(1/γ)

)− 1
c γ
√

l o g ( 1 / γ )
cγpαn |E ( i ) (j )|

≤
(

1
ecγ

√
log(1/γ)

)− 1
c γ
√

l o g ( 1 / γ )
cγpαn |E ( i ) (j )|

. (21)

Since we consider the regime
(
n
d

)
αn = Θ(n log n), pαn |E (i)

(j)| = c′ · log n for some constant c′ > 0. Hence, the last term
is equal to
(

1
ecγ

√
log(1/γ)

)− 1√
l o g ( 1 / γ )

c ′·log n

= exp
(
− log n ·

{√
log(1/γ)− 1+ log c + 1

2 log(log(1/γ))
√

log(1/γ)

})
.

Since the exponent diverges as γ → 0+ , we prove the lemma.

C. Proof of Lemma 6

WLOG, assume that ‖C‖ = supx∈B xT Cx; the case ‖C‖ =
− infx∈B xT Cx follows similarly. Observe that the diame-
ter of each cell resulting from discretization is δ. For a vec-
tor d such that ‖d‖2 ≤ δ and x ∈ B, (x + d)T C(x + d)−
xT Cx = 2dT Cx + dT Cd. Thus, we get:
∣
∣(x + d)T C(x + d)

∣
∣− ∣

∣xT Cx
∣
∣

≤ ∣
∣(x + d)T C(x + d)− xT Cx

∣
∣ ≤ 2

∣
∣dT Cx

∣
∣+

∣
∣dT Cd

∣
∣

≤ 2‖d‖‖C‖‖x‖+ ‖C‖‖d‖2 ≤ 2‖d‖‖C‖+ ‖C‖‖d‖2

≤ 3‖d‖‖C‖ ≤ 3δ‖C‖ .
Let x∗ = arg supx∈B xT Cx. Then, there exists x0 ∈ Dδ

such that ‖x0 − x∗‖ ≤ δ, so

‖C‖ = (x∗)T Cx∗ ≤ (x0)T Cx0 + 3δ‖C‖
≤ sup

x∈Dδ

|xT Cx|+ 3δ‖C‖ .

By rearrangement, we get: (1− 3δ)‖C‖ ≤
supx∈Dδ

|xT Cx|.

D. Proof of Lemma 7

Let us say node i is bad if denA (i, [n]) ≥ cthr · nν for some
constant cthr to be chosen later. Let δ := (nν)−3 .

Pr(there are more than δn bad nodes)

≤
∑

X⊂[n ]:|X |=δn

Pr (every node in X is bad)

≤
∑

X⊂[n ]:|X |=δn

Pr (denA (X, [n]) ≥ δn · (cthr · nν)) .
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Note that for any subsets A and B,

denA (A,B) =
∑

i∈A

∑

j∈B
Ai,j =

∑

i∈A

∑

j∈B

∑

e∈E
{i,j}⊂e

We

=
∑

e∈E

[
We

( ∑

(i,j )∈A×B:{i,j}⊂e

1
)]

, (22)

i.e., denA (A,B) is a sum of independent random vari-
ables taking values in [0, d2 ]. Hence, using the fact
that E[denA (X, [n])] ≤ δn2ν (∵ ν ≥ maxi,j E [Ai,j ]) to-
gether with Lemma 5 (take b = d2), there exists c7 > 0 such
that

Pr
(
denA (X, [n]) ≥ kδn2ν

) ≤ exp
(
−
(

1
2d2 k log k

)
· δn2ν

)

whenever k ≥ c7 .

By taking cthr = c7 ,
∑

X⊂[n ]:|X |=δn

Pr
(
denA (X, [n]) ≥ cthrδn

2ν
)

≤
(

n

δn

)
exp

(
−
(

1
2d2 cthr log cthr

)
· δn2ν

)

(a)
≤ exp

{(
δ log

1
δ

+ δ −
(

1
2d2 cthr log cthr

)
· δnν

)
· n
}

.

where (a) is due to the fact that
(

n
m

) ≤ (
ne
m

)m
. Plugging back

in δ = (nν)−3 , we obtain

δ log
1
δ

+ δ −
(

1
2d2 cthr log cthr

)
· δnν

= −3 log(nν)(nν)−3 + (nν)−3 −
(

1
2d2 cthr log cthr

)
· (nν)−2 .

(23)

Since (23) · (nν)2 → − 1
2d2 cthr log cthr < 0 as nν →∞,

there exists a constant c8 such that nν ≥ c8 implies (23) < 0.
This completes the proof.

E. Proof of Lemma 8

By taking c9 = cthr, the first part of Definition 8 follows easily
by the definition of A0 .

We now turn to the second part of Definition 8. Without loss
of generality, we assume that A ∩ B = ∅ and |A| ≤ |B|.

1) The case where |B| ≥ n
e :

It follows that ν|A||B| ≥ ν |A|n
e , and since we verified the

first part of Definition 8, we obtain denA0 (A,B) ≤ |A| ·
c9nν. Hence, denA0 (A,B) ≤ c9eν|A||B|.

2) The case where |B| < n
e :

It suffices to show the property for the case where A0

is replaced by A due to the fact that denA0 (A,B) ≤
denA (A,B). Because of (22), denA (A,B) is a sum of
independent random variables taking values in [0, d2 ].
As E[denA (A,B)] ≤ ν|A||B| (∵ ν ≥ maxi,j E [Ai,j ]),
Lemma 5 ensures that there exist constants c7 > 0 such

that

Pr(denA (A,B) > k · ν|A||B|)

≤ exp
(
− 1

2d2 k log k · ν|A||B|
)

for any k ≥ c7 regardless of choices of A and B.
Claim 2: Let

ka,b := max
{

min
{

k ≥ 1 : k log k ≥ 14d2

νa
log

n

b

}
, c7

}
.

Then, with probability 1−O(n−1), the following holds: For
any two subsets A and B,

denA (A,B) ≤ k|A|,|B|ν|A||B| .
Proof: It is sufficient to prove the following: Pr(

⋃
A,B

[denA (A,B) > k|A|,|B|ν|A||B|]) = O(n−1). Note that in the
case of |A| = a and |B| = b, Pr(denA (|A|, |B|) > kA,B ·
ν|A||B|) is upper bounded by exp(− 1

2d2 ka,b log ka,b · νab) as
ka,b ≥ c7 . Hence, the union bound yields:

Pr

⎛

⎝
⋃

A,B
[denA (A,B) > kA,B · ν|A||B|]

⎞

⎠

≤
∑

a,b

[(
n

a

)(
n

b

)
exp

(
− 1

2d2 ka,b log ka,b · νab

)]
.

Since there are at most n2 choices for (a, b), it is enough to
show that

(
n
a

)(
n
b

)
exp

(− 1
2d2 ka,b log ka,b · νab

) ≤ 1
n3 for any

(a, b).
By the definition of “ka,b”, we have ka,b log ka,b ≥ 14d2

νa
log n

b . Hence,

1
2d2 ka,b log ka,b · νab ≥ 7b log

n

b

(a)
≥ a + b + 5b log

n

b

(b)
≥a + b + a log na + b log nb + 3 log n ,

where (a) follows since a ≤ b ≤ n
e ; (b) follows since x log x is

increasing on [1, n
e ]. Thus, we have

exp
(
− 1

2d2 ka,b log ka,b · νab

)

≤ exp
(
−a

(
log

n

a
+ 1

)
− b

(
log

n

b
+ 1

)
− 3 log n

)
.

Further, since
(

n
m

) ≤ (
ne
m

)m = exp (m(log n/m + 1)),
(

n

a

)(
n

b

)
= exp (a (log n/a + 1) + b (log n/b + 1)) .

Thus,
(
n
a

)(
n
b

)
e−

1
2 d 2 ka , b log ka , b ·νab ≤ e−3 log n . �

By the above claim, we have that for any A and B such that
|A| ≤ |B| ≤ n

e , either of the following holds:

(i) denA (A,B) ≤ c7ν|A||B| or;

(ii) k|A|,|B| log k|A|,|B| =
14d2

νa
log

n

b
.

For (ii), one can derive: denA (A,B) ≤ k|A|,|B| · ν|A||B| =
( 14d2

ν |A| log k |A|, |B|
log n

|B| ) · ν|A||B|≤( 14d2

ν |A| log denA (A,B)
ν |A||B|

log n
|B| )·ν|A|

|B|, and hence denA (A,B) log denA (A,B)
ν |A||B| ≤ 14d2 |B| log n

|B| .
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Combining the above two cases 1) and 2), the proof is com-
pleted by taking c10 = max{c9e, c7} and c11 = 14d2 .

F. Proof of Lemma 9

One can easily show that the LHS is equal to
∑

e∈E :We 
=x
[I {fe(X⊕ e1) 
= We} − I {fe(X) 
= We}]. Since the sum-
mand is nonzero only if fe(X⊕ e1) 
= fe(X), we count the
number of such edges.

First, observe that if 1 /∈ e, fe(X⊕ e1) = fe(X). Further, if
two (or more) nodes other than node 1 are of different affilia-
tions, then fe(X⊕ e1) = fe(X) = 0. Thus, e must include 1
and all the other nodes in e must be of the same affiliation: If all
the nodes of e other than node 1 are affiliated with community 0,
fe(X⊕ e1) = 1 and fe(X) = 0; and if all the nodes of e other
than node 1 are affiliated with community 1, fe(X⊕ e1) = 0
and fe(X) = 1.

Define the set of edges corresponding to the former case
as E1 , and that corresponding to the latter case as E2 , i.e., E1
:= {e ∈ E : 1 ∈ e and (e \ {1}) ⊂ {ηn + 1, ηn + 2, . . . , ηn
+ n/2}} and E2 := {e ∈ E : 1 ∈ e and (e \ {1}) ⊂ {2, 3, . . . ,
ηn, ηn + n/2 + 1, ηn + n/2 + 2, . . . , n}}. Consider all ho-
mogeneous edges in E1 . The total contribution of the terms as-
sociated with these edges to the sum is

∑
e∈E1 :We 
=x,e:homogeneous

[I {1 
= We} − I {0 
= We}]. Each term is −1 if observation
is not corrupted, and +1 if observation is corrupted. Thus, the
total contribution is

∑|{e∈E1 : e is homogeneous}|
i=1 Pi(2Θi − 1) =

∑(n / 2−η n
d−1 )

i=1 Pi(2Θi − 1), where Pi
i.i.d.∼ Bern(αn ) and Θi

i.i.d.∼
Bern(θ). By rewriting other contributions in a similar way, we
complete the proof.

G. Proof of Lemma 10

Let Z := log
( 1−θ

θ

)∑K
i=1 Pi(2Θi − 1) + � and M(λ) :=

E[eλ log( 1−θ
θ )P1 (2Θ1−1) ]. Via simple calculation, we have

Pr (Z > 0) = Pr
(
e

1
2 Z > 1

) ≤ e
1
2 �
{

M
(
1/2

)}K

= e
1
2 �+K{−αn (

√
1−θ−√θ)2 +O (α2

n )}. .
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[47] O. Guédon and R. Vershynin, “Community detection in sparse networks
via grothendiecks inequality,” Probability Theory Related Fields, vol. 165,
no. 3/4, pp. 1025–1049, 2016.
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